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EXECUTIVE SUMMARY

The Information Assurance Architecture (IAA) Panel was tasked to review the
implementation of the 1996 Defense Science Board Task Force on Information Warfare Defense
recommendations, to identify specific issues associated with information assurance goals of Joint
Vision 2020 (JV2020), and to evaluate the adequacy of progress made in achieving these goals.
The panel addressed the status of the Department of Defense’s (DoD) efforts to establish an JAA
framework and standards, and to develop promising IAA techniques. The panel invited
representatives from the Services, various agencies, and information technology industries to
brief on IA related technologies, trends and market demands. In general, the panel found that
significant progress has been made in implementing the 1996 DSB recommendations, but critical
issues need to be resolved in the context of JV2020.

The ability to achieve information superiority is the pacing item in realizing the goals of
JV2020. The Global Information Grid (GIG) is the underlying infrastructure that will support
information superiority. The panel believes the key to success is in implementing a standards-
based, metric-driven, end-to-end integrated global information grid. The GIG will incorporate
near-term information technologies to globally interconnect information capabilities, associated
processes and personnel. Further, the GIG must exploit technologies, standards and architectural
frameworks based on commercial information technologies (IT). The panel believes that the
implementation of the GIG, in the context of JV2020, is one of those significant events that occur
once every decade or two, and that how it is managed and architected will have a major impact
on DoD for the next decade or more.

The panel argues that the GIG should be viewed as a weapon system since it leads to
information/decision superiority and therefore will be attacked by our adversaries. However,
unlike traditional weapons systems, the DoD does not own the critical elements of the GIG; it
will be built from rapidly evolving commercial-off-the-shelf (COTS) components. In addition,
the GIG can be more readily attacked due to low cost of entry for attackers and the fact that

attack attribution is difficult.

The GIG today comprises the Non Secure Internet Protocol Router Network (NIPRNET),
Secure Internet Protocol Router Network (SIPRNET), Joint Worldwide Intelligence
Communications System (JWICS) and Service Tactical Command, Control, Communications,
and Intelligence (C3I) systems. The panel found that each service is pursuing its own
architectural implementation of the GIG and observes that, absent an office of primary
responsibility, the GIG will not achieve Joint Weapons Systems status. The panel identified a set
of DoD strategies for providing information assurance for the GIG: (1) pursue a disciplined
implementation through consistent architectural framework; metrics; and commercial standards;
(2) segment the communities, i.e., separate DoD from the general public and segment by
classification and enclaves; (3) counter denial-of-service by segmentation, redundancy, diversity,
and a restricted set of Internet access points; and (4) establish fine grained access control of
computing and communication resources.




In addition to developing a strategy, the panel made several assumptions. The first is that the
DoD will establish the Internet protocol (IP) as the convergence layer for the GIG. The second is
that the Defense Information Infrastructure will migrate from Asynchronous Transfer Mode
(ATM) to Internet Protocol (IP) services. The third is that the DoD will fully execute its Public
Key Infrastructure/Public Key Enabler (PKI/PKE) strategy.

The panel recommended an Information Assurance (IA) reference model protocol stack that
is almost consistent with the reference models used by International Organization of
Standardization (ISO) and by the Transmission Control Protocol/Internet Protocol (TCP/TP)
community, and is based entirely on commercial protocols. The panel also recommended a
standard defense-in-depth approach that spans common user networks, command enclaves, and
workstations or servers. It is recommended that all common user networks (SIPRNET, JWICS,
and NIPRNET) adopt this approach, which has the feature of providing significant barriers to
insider attacks. ‘

The panel observed that the GIG includes commercial as well as DoD wireless connectivity
and that the best protection for all wireless systems is at the physical layer. DoD has developed
and deployed techniques for such protection; however, commercial wireless systems do not offer
equivalent capabilities. Furthermore, both military tactical internets and commercial wireless
systems depend on higher-level network processing (routers, user location databases, etc.) that
are largely unprotected. Protection needs to be extended to these facilities to ensure robust
mobile wireless operations. It will be essential to establish a consistent engineering approach for
wireless use in the GIG.

The panel observed that metrics for information assurance are an important and inadequately
addressed need. Researchers, designers, vendors and operators of information systems need a
broad spectrum of metrics to achieve their respective objectives. The panel observes that it will
be necessary to develop different sets of metrics for technical-, systems-, and mission-level
evaluation. For instance, mission-level metrics would involve time to complete a mission,
targeting and situation awareness accuracy. System-level metrics might include system downtime
and response time to neutralize attacks. Technical-level metrics might include probability of
attack detection vs. false alarms. The panel also observes that an architectural
environment/testbed will be required for development of metrics and measurement of system
performance in DoD-relevant operational scenarios and related information traffic flows. To
achieve these objectives the testbed must facilitate collaboration and participation of research and
development, evaluation and operational communities (services and agencies).

Based on the above, the panel made four principal recommendations: 1) the Secretary of
Defense (SecDef) should establish a board of directors to provide oversight of the GIG (Deputy
SecDef [Chair], Under Secretary of Defense for Acquisition, Technology & Logistics, VCIS,
ASD/CSI, DCI); 2) the Board should establish an Executive Director and systems engineering
organization to implement the GIG; 3) the executive director should be given responsibility for
implementing the GIG based on a consistent systems architecture; and 4) the executive director
should establish a GIG IA research and development (R&D) testbed to meet the need to
continually test, evaluate, and evolve the GIG.

By implementing the recommendations and pursuing the layered architectural strategy,
vulnerability to attack will be significantly reduced and attribution capabilities will be increased.




CHAPTER 1. INTRODUCTION

Terms of Reference

» Review and assess progress on DSB network security
and architecture-specific recommendations associated
with information assurance

= Identify network security and architecture-specific
issues associated with the information assurance goals
of Joint Vision 2020

* Determine the adequacy of progress toward achieving
the information assurance goals of JV 2010 on the basis
of the network-security-specific requirements

* Develop and submit to the DSB Task Force a summary
report

+

Help Develop a Strawman IAA

Figure 1. Terms of Reference

The Information Assurance Architecture (IAA) Panel was asked to review progress made by
DoD toward implementing the recommendations made by the Defense Science Board’s (DSB)
1996 Study on Information-Warfare-Defense (IW-D).! The panel was asked to specifically focus
its analysis on those recommendations related to issues associated with DoD information
infrastructure architecture initiatives.

At the first meeting of the IAA Panel, the members decided to extend their tasking to include
a review of the status of DoD’s efforts to establish an IAA framework. The panel felt that such a
framework is a necessary foundation for deploying, over time, a DoD information infrastructure
that provides a reasonable and understood degree of IA. The panel reviewed the following DoD
information-system architectural components: (1) operational architecture (OA), (2) system
architecture (SA), and (3) joint technical architecture (JTA). For purposes of 1A, the panel added
to this triumvirate the need for a reference model for IA — a model that sets a high level
perspective of where and how IA services should be provided within the DoD information

I Reference 1996 DSB Study “Tactics and Technology for 21% Century Military Superiority”
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infrastructure. The need and utility of an IA reference model was predicated upon the fact that
such a tool exists and is used in the private sector. We sought to determine if a parallel was
developed within DoD as part of its architectural framework for IA. The panel’s Terms of
Reference (TOR) are provided in Figure 1.

Membership

= Chair: Dr. Mike Frankel (SRI)
* Members: Dr. Stephen Kent (BBN)
Dr. Pat Lincoln (SRI)

Mr. Al McLaughlin (MIT-LL)
Mr. Peter Steensma (ITT)
Mr. John Woodward (MITRE)

» Government Advisors: Mr. Lee Hammarstrom
Dr. Jaynarayan H. Lala (DARPA)

Figure 2. Panel Membership

The members of the IAA Panel who undertook the challenge of addressing the TOR are listed
in Figure 2. The members include internationally recognized experts in IA. Their collective
expertise included a deep understanding of IA technologies, systems and concepts for both wired
and wireless information systems. This understanding included both commercial practices as
well as DoD IA implementation and research/development initiatives.

The panel was supported by two government advisors who brought complementary
backgrounds and knowledge regarding DoD IA initiatives. One advisor has been a key member
of the DoD community architecting, developing, and deploying DoD IA technology for use by
DoD Services and Agencies; the second individual brought an understanding of the present DoD
IA Science and Technology (S&T) programs.

Brief biographies of the IAA Panel members are provided in Appendix B. Relevant 1A
backgrounds and experience are noted therein.




Method of Approach

» Review DoD Information Assurance Architecture efforts
» Review commercial IA technology base

= Formulate strawman JAA
= Augment DoD efforts
or
+ Start from scratch (not necessary!)

» Identify commercial IA technology shortfalls

= Identify DoD S&T investment strategy
+ DoD-unique needs
+ Accelerate private sector efforts

* Define IA metrics

Keep closely coordinated with 1A Technology subpanel

Figure 3. Method of Approach

The panel’s method of approach for addressing its TOR was to invite DoD representatives
from the various organizations supporting DoD IAA programs to brief the panel. Representatives
from Office of the Secretary of Defense (OSD), the Services, and Agencies were selected. In
addition, representatives from the private-sector information technologies (IT) industry were
invited to brief the panel on IA-related technologies, trends, and market demands. Because
DoD’s information infrastructure, including IA elements, is highly dependent on the private-
sector offerings, the panel felt that understanding the needs, goals, and IA architecture
frameworks from both perspectives was critical to formulating the panel’s findings and
recommendations.

Based on this dual track assessment, the panel provided inputs to its companion IA
Technology Panel. These inputs were intended to help identify DoD IA requirements for which
the private sector would not necessarily provide solutions; thus, a DoD Science and Technology
(S&T) investment would be appropriate.

Finally, the panel noted that to measure progress in achieving adequate IA for DoD’s
information infrastructure, metrics are necessary. At the outset, the panel realized that the
definition and development of IA metrics within DoD has only started. The panel, therefore,
decided to make IA metrics a key part of its deliberations, as noted in Figure 3.




. .
Meeting Schedule/Planned Topics
2000 Briefings Subject
Received
Feb 22-23 11 Kick-off and IA Service Overviews and Threat Briefings
March 27-28 9 Panel Chairs Outbrief Progress and DoD requirements
April 19-20 15 Joint Vision 2010-2020, DARPA Initiatives, Adequacy of DoD
architectures capable of meeting forecasted service and joint
requirements
May 24-26 8 DSB Quarterly, DIO Panel briefings to DSB Members. Briefings
from Industry and DARPA perspectives.
June 13-14 7 IA metrics, security standards, briefing on Chessmaster.
July 12-13 2 Network information assurance protection measures and
Common operating environment. Present findings, develop
recommendations and write draft report.
August 7-18 0 DSB Summer Study, final report.

The panel was formed in February 2000 and conducted its business over a period of six
months. The first several meetings were dedicated to receiving briefings and the latter to panel
discussions and formulation of the findings and recommendations provided in this report.

As noted in Figure 4, a total of 52 briefings were received covering the topics and
organizations noted therein. The major themes for each of the six meetings held are also noted in

Figure 4. Meeting Schedule

the figure. The specific briefings and briefers presented are provided in Appendix C.

The briefings and the backgrounds of the panel members provided the contextual and
technical information that formed the basis of the findings and recommendations provided

herein.




CHAPTER 2. VISION

“The Vision”
Integrated Information Infrastructure:
A Conceptual View

Entities
— Sources and users of information
— Diversity of information needs
- Type, quantity, timeliness
- Change as a function of
mission & situation

4~ Information infrastructure (ll) functional
decomposition

- Layered concept. Each layer:
- Provides services to layer
above
- Receives services from layers
below
- Dynamically adapts to meet
information needs of entities

* Agents =a software entity thatis - Tightly coupled to each other to
autonomous, is goal directed, is migratory, permit adaptation as an
is able to create other entities and provides integrated system

a service or function on behalf of its owner

Figure 5. III Vision

In prior DSB studies, a vision, called the Integrated Information Infrastructure (III), was
developed for DoD?. This vision, as discussed below, has become the foundation within DoD for
many of its information infrastructure initiatives today. The vision sets goals and directions for
DoD-wide information services that will come about through the exploitation of private sector
information technology (IT), to include associated IA technologies. The Il then sets both a long-
term vision and a road map for the evolution of the DoD infrastructure. Figure 5 provides a
conceptual view of the III.

The ability to achieve information superiority is the pacing item in realizing the goals of Joint
Vision 2020. The inadequacies of current service information infrastructures prevent
commanders from realizing the full benefit of the current family of intelligence, surveillance, and
reconnaissance (ISR) systems — space-based, airborne, or surface — much less profiting from
advances in sensors and weapons. Because of uncertainties whether crucial information will be
available when needed, commanders are driven to develop unique, local-only reconnaissance,

2 Reference 1996 DSB Study “Tactics and Technology for 21% Century Military Superiority”; 1998 DSB Summer Study
“Joint Operations Superiority in the 21* Century”; 1999 DSB Summer Study “21* Century Defense Technology Strategies”
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surveillance, and target acquisitions (RSTA) systems. Overall, this tendency has resulted in
redundant investment in, and proliferation of, “stovepipe3” communication and sensor systems.

Increasingly, the armed forces are shifting to an operational concept wherein surveillance and
targeting sensors are separated physically from the command node location, which in turn may be
remote from the weapons launch platform. In the case of air platforms, for example, no longer
will the sensors, commander (pilot), and weapons necessarily be collocated in a single aircraft.
Further, third party targeting data sources and weapons magazines are proliferating. Examples of
this evolving trend appear in such concepts as forward pass, cooperative engagement capabilities
(CEC), the arsenal ship, and the transfer of tactical situation data derived from a variety of off-
board sources directly into cockpits. -

This evolution promises major improvements in the tactical flexibility and combat
effectiveness of forces. The realization of this promise is not without challenges, however,
because the operational concept is inhibited by the inadequacy of the traditional military
communication and information-services infrastructure as well as continuing interoperability |
problems between military services and between systems within a given service.

To realize the potential benefit of this new concept, our future information infrastructure
must be capable of reliable transmission, storage, retrieval and management of large amounts of
data. Today all systems are segmented into communications links, computers, and sensors that in
turn are stovepiped to support specific functions (i.e., intelligence, logistics, and fire control).
Furthermore, these component entities are now constrained by a lack of (1) the bandwidth
necessary for high-resolution imagery transfer; (2) the processor capacity needed for target
recognition and interpretation; (3) memory sufficient to handle massive amounts of archival data;
and (4) software to search the many data repositories quickly in order to provide commanders
with tactical information in a timely manner. These constraints are magnified by difficulties in
integrating a myriad of legacy information systems with newly developed, service-unique
stovepipe and joint systems. These limitations can be overcome, and the full capability of joint
forces realized, if we set as our goal the integration of all military C4ISR* systems into a
ubiquitous, flexible, interoperable C4ISR system of systems — the Integrated Information
Infrastructure.

The Integrated Information Infrastructure must meet several key requirements if it is to
enable future combat operations to support a wide spectrum of missions, threats, and
environments.

As stated in Joint Vision 2020, a military force must be able to receive or transmit all of the
information it needs for the successful and efficient prosecution of its mission, from any point on
the globe, in a flexible, adaptive, reconfigurable structure capable of rapidly adapting to changing
operational and tactical environments. The information infrastructure must support this need,
while allowing force structures of arbitrary composition to be rapidly formed and fielded.
Furthermore, the infrastructure must adapt to unanticipated demands during crises, and to stress
imposed by adversaries.

3 “Stovepipe” systems are those designed with one application or uses in mind without consideration of interfaces with other

systems.

#  C4ISR: Command, control, communications, computers, and intelligence surveillance and reconnaissance.
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The infrastructure must allow information to be distributed to and from any source or user of
information at any time: its architecture must not be constrained to support a force-structure
(enterprise) hierarchy conceived a priori. Most importantly, the information and services
provided to an end user through the infrastructure must be tailored to the user’s needs, and be
relevant to the user’s mission, without requiring the user to sort through volumes of data or
images.

The information infrastructure must include multimode data transport including landline,
radio, and space-based elements. All of these media must be integrated into a ubiquitous, store-
and-forward data internetwork that dynamically routes information from source(s) to
destination(s), transparently to the user, This data transport segment of the infrastructure must be
self-managed, be adaptive to node or link failure, and provide services to its users based on
quality-of-service (QoS) requests. These services include bandwidth, latency, reliability,
precedence, distribution mechanisms (point to point, point to multipoint), and the like.

The infrastructure interface will link the user to a distributed processing environment that
includes all types of computers situated at locations appropriate to their needs for power,
environment, and space. This distributed computing environment will be integrated via the
transport component of the infrastructure, thus enabling these processors to exchange data
dynamically, share computation loads, and cooperatively process information on behalf of and
transparent to the user.

The infrastructure should be an adaptive entity that integrates communication systems,
computers, and information management resources into an intelligent system of systems. Each
component of the III will exchange state information with each other, in order to enable the entire
infrastructure to adapt to user requirements and any stresses imposed on the network by an
adversary. This adaptability will also enable the infrastructure to change its scale as necessary to
support force structure(s) of arbitrary size, or to incorporate new processing, network, and
communication technologies as they are developed. Thus, this infrastructure is a scaleable
computing environment.

The information infrastructure must provide tailored information services to diverse users
ranging from a single person to a collection of people, sensors, and/or weapons by means of
intelligent agents — software entities, under the general control of the user, that are goal-directed,
migratory, and able to create other software entities, and provide services or functions on behalf
of the user.

Each user will be served by one or more intelligent software agents that proactively provide
and disseminate appropriately packaged information. These agents will perform such functions as
fusing and filtering information and delivering the right information to the right user at the right
time. They must be proactive in the sense that they are aware of the user’s situation and needs,
and can provide information relevant to those needs without a specific user request.

These agents will multiply the personnel resources available to combat units by gathering and
transforming data into actionable information to support unit operations, just as unit members
would have to do, were the software agents not provided. Warfighters will therefore be freed of
routine chores in favor of actual operations.




To the maximum extent feasible, the infrastructure’s transport layer will take advantage of
commercial technology and networks, by utilizing open-systems standards and protocols, and
will minimize the use of service- or function-unique hardware and software. For applications
where military-unique capabilities (such as antijam, low probability of intercept, spread-spectrum
waveforms and the like) are required, military products will be developed or adapted to interface
with the overall architecture.

We must set as a goal the realization of the III vision in an evolutionary manner. As we
succeed, we will enable, over time, the following military capabilities:

¢ Geographic separation and functional integration of command, targeting, weapons
delivery, and support functions

¢ Support for split-base operations, force projection, information reach back, combat,
and force protection for units large and small

¢ Common situational understanding, common operating picture, and informed and
rapid decision making for joint forces

¢ Enhanced operational flexibility for commanders at all levels
¢ Reduced logistics footprints in immediate combat areas
e Full exploitation of sensor, weapon, platform and processing capabilities

¢ Real-time or near real-time responsiveness to commanders’ requests for information,
fire support, and urgent logistics support

The first phase for realizing the III is the implementation of the Global Information Grid
(GIG). The GIG will incorporate near-term information technologies to provide the warfighting
capabilities noted above. The GIG will, over time, evolve into the longer-term vision for the III.
As we proceed to implement and secure the GIG, we must keep the evolution toward the III in
mind.

10




Global Information Grid (GIG)

Definition
Globally interconnected, information capabilities - .
associated processes and personnel for B }I o
collecting processing Worrior Components
storing disseminating

managing information &
on demand to warfighters, policy makers, and ...,

National Security activities
Intelligence community
missions in war and in peace

supporters — ]

2
The GIG includes: g Global Applications z
all owned and leased communications =} g
computing systems and services g s : S
Software, applications and data g ‘ i il
security services 2 Computing _9
F-- T— b ®
The GIG supports: g =
Department of Defense % s
g &

(1]

=

2

The GIG provides capabilities from all operating :
locations:
bases posts camps stations
facilities mobile platforms deployed sites

The GIG provides interfaces to coalition, allied,
and non-DoD users and systems

Figure 6. Global Information Grid

The III vision was formulated in 1996. It, along with similar visions such as Network Centric
Warfare (NCW) and the Advanced Battlefield Information System (ABIS), has helped DoD
formulate and articulate a vision for a near-term version of the III. This near-term vision is shown
in Figure 6. The GIG is intended to be the means by which information superiority (IS), as
envisioned in the Joint Vision 2020, is achieved. The following quotes define the GIG.

The GIG is the vision of the Assistant Secretary of Defense for Command,
Control, Communications, Computers, and Intelligence (ASD/C3I) for
achieving IS. The GIG is focused on the warfighters’ needs for IS plus the
critical concerns of frequency spectrum and improving the management of the
information infrastructure investment along with the coevolution of Doctrine,
Organization, Training and Education, Materiel, Leadership, Personnel, and

Facilities (DOTMLPF).?

The September 22, 1999, Office of the Assistant Secretary of Defense Director, Command,
Control Communications and Intelligence Systems (ASD/C3I) memorandum, Subj: Global
Information Grid, defines the Global Information Grid (GIG) as:

5 Reference: Enabling the Joint Vision, The Joint Staff, C4 Systems Directorate, Information Superiority Division (J6Q),
Pentagon, Washington, D.C., March 2000
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The globally interconnected, end-to-end set information capabilities,
associated processes and personnel for collecting, processing, sorting,
disseminating and managing information on demand to warfighters, policy
makers, and support personnel. The GIG includes all owned and leased
communications and computing systems and services, software (including
applications), data, security services and other associated services necessary
to achieve Information Superiority. It also includes National Security Systems
as defined in section 5142 of the Clinger-Cohen Act of 1996. The GIG supports
all Department of Defense, National Security, and related Intelligence
Community missions and functions (strategic, operational, tactical and
business), in war and in peace. The GIG provides capabilities from all
operations locations (bases, posts, camps, stations, facilities, mobile platforms
and deployed sites). GIG provides interfaces to coalition, allied, and non-DoD
users and systems.

The GIG’s interoperability builds upon the existing Defense Information
Infrastructure (DII) Common Operating Environment (DII-COE). The building
blocks of Joint Technical Architecture, Joint Operational Architecture, Joint
Systems Architecture, a shared data environment, the migration of legacy
systems, and adherence to commercial standards provide the necessary
structure for the GIG.

The key to achieving information superiority lies in implementing a standards based, metric-
oriented, end-to-end integrated Global Information Grid. The concept of IS may be situational
but the GIG, which will implement IS, is quantifiable. Important initiatives to implement the GIG
are described in the following sections.

The emphasis on the standards-based and metrics-oriented aspect of the GIG description is
believed by the panel to be key to its being successfully deployed, used and evolved to
continuously meet DoD needs.

12
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Integrated Information Infrastructure
Roadmap
Near-term Future
GIG I
User Apps User Apps
Web-based Apps User Software Agents
Inter